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ABSTRACT

can make a blg contribution in pI'OCCSSiI’lg the huge amount of available texts. We propose an GU@ﬂ'JﬁIlIGU@LQWr]uﬂ']UWVLV]EJ ‘Viia Thai Name Eﬂtlty COerS EJQﬂQﬂ:jU"IU'JUQ"Iﬂ@ LLNQWQJU'JQEJ@WUﬂ'ﬁiQ']GZjaLQW"Iu
iterative NER refinement method using BiL.STM-CNN-CRF model with WOTd, part—of—speech, (Name Eﬂtlty Recogmtlon NER) Quﬁﬂwa@@ﬂ'ﬁqmﬂﬂmaﬁmaﬂﬂqi JTUIANAVDAITHLUUBYINUTINAN TN ITUIIYU

: . : LEAUDITNITYTUUAY NER  suuaud) Tnglyuuusans BILSTM-CNN-CRF Usgnaufy ALINREN VUNNIVDIAT kY
and character cluster embedding to clean up the existing NE tagged corpus due to its
. : . : : NANSNUTLV AL LW@U%UUiQﬂaW@ﬂQ’m%aLQW’]uﬂ’]‘l‘:}’fLV]EJ NG WY 172,232 Fo Tidlaugneas wiuel
inconsistent and disjointed annotation. As a result, in the newly generated corpus, we

, e _ uaraenndesty HansiTenuin adswenudenmznwilng fusuledu ‘Uiuﬂa‘Uﬂ’JﬁJﬂ’]LLauﬁj’l*&J’iuUsﬁaLQWWu
obtain 639,335 NE tags, much larger than the original size of 172,232 NE tags. The generated (Tags) 91UIUD 639,335 T 141l Naﬂ’l’iﬂiUU’Nﬂaﬂ“Uaﬂ’mﬂmaLQ‘W’] AIELUUIIaRINauall aunsannule

model by the newly generated corpus also improves the NER F1-score 16.21% to mark 89.22%. Lawumwﬂmﬂmmmaq Sadnem Floscore L7 89.22 wWesdug dlunaianinuuusiassiiadaendoniy

WANDY 16.21 LUa'ﬁlfdum
MOTIVATION
PROPOSED THAI NE TAGSET

The performance of IE depends on many NLP preprocessing subtasks including word

§egm§ntation, PQS tagging,. and especially, narped entity recognition (NER). NER task i1s to DESCRIPTION EXAMPLE

identify and classify the particular proper nouns in focused texts automatically.

. , , B-DAT Beginning of Date Name fuii (Date)
Continuously, there have been researched on NER for many languages with various DATE LDAT Inside of Date N ” mpy— ”
approaches. But NER for Thai language were still limited. There are several challenges in Thai ] st e(.) ate Name ﬂum‘wm (February 14)
NER. Firstly, unlike English or other European languages, there 1s no word boundary in Thai LOCATION B-LOC Beginning of Location Name iios (City)
language. Thai words are implicitly recognized and some depend on the individual judgement. [-LOC Inside of Location Name fihweia (New York)
Ingorrect qud identification certainly affegts other upper recognition. than worc.l .level. As well MEASURE B-MEA  Beginning of Measurement Name # (Five)
as in NER, 1ncgn§ct Worq segrp§ntat10n will lgad tq false named §pt1ty recognition. Secondly, MENT LMEA Inside of Measurement Name 4 (Book)
there 1s no capitalization in writing system to identify named entities. Even though, there are - .
some markers in some cases identifying proper nouns like person name or institution name. B-NAM  Deginning of Proper Name, except Location, . (League)
, , , NAME Person and Organization Name
Moreover, once words are segmented and marked with named entity tags, consistency of NE . Epp—
tags throughout the corpus 1s also the important considerable issue. Since inconsistency is going [-NAM G315 @ Pt T INERIE mim (La Liga)
to cause the failure in further processes. This paper proposes a method to clean up the existing A AT B-ORG  Beginning of Organization Name usi (Corp.)
: . : : : : —— )
narped entlty.(.NE) corpus and verify its consistency in creating a model for the Tha.l named TION LORG Inside of Organization Name alof woines
entity recognition (NER) task. As a result, the BKD (Bangkok Data) NE corpus is newly (Toyota Motor)
released as an NE silver standard corpus. B-PER Beginning of Person Name wie (Mr.)
PERSON 509 azh
CHALLENGES IN THAI NE CORPUS CONSTRUCTION I-PER Inside of Person Name gl azialy e
(Natthawut Sakidjai )
‘ VTS B-TIM Beginning of Time au (Ten)
Incorrectness of Word [-TIM Inside of Time wim (O’clock)
Segmenj[atlon and NE OTHER O Does not belong any types
Tag Assignment
RESULT OF COMBINED BKD NE TAGGED CORPUS

&

Inconsistency of
NE Tagging (LOC)
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We combined to create the BILSTM-CNN-CRF model for predicting named entity tags. (Fig. 1) :‘:f‘ :f: ; 3S/B_DAT ::;zgfixs P
The character-level representation of each word 1s calculated by the CNN, as shown in Fig. 2. <space>/PUNC/0 <space>/PUNC/0
From each embedding step, we obtain the vector representations of the words, POS tags, and {éfﬁgﬁxs_DAT {Q%ZIEQC}B_DAT
character clusters. Then, these vectors are concatenated before being fed into the Bi-LSTM ;:.PSZC/e;P/R PPU/Iqlﬁ/D;-TDAT Piirpetiigndhones
layer. We apply dropout layers to both the input and output vectors of Bi-LSTM to prevent ) /RUNC/O ) /PUNC/0
overfitting and to regularize the model. The dropout works by randomly dropping out nodes : :
from the network during training. Finally, the output vectors of the Bi-LSTM layer are passed anin/ NCHN/ O enianin/ NCMN /O
through the CRF layer and decoded via the Viterbi algorithm (part of the CRF layer) to select j’jﬂu/ADVN/o j’jﬂu/ADVN/O

the most possible sequence of the named entity tag. Fig.3 illustrates the corpus cleaning up
process. CONCLUSION

i [0} o} o }—{1oc] o N We adopted a collection for NE corpus prepared by THAI-NEST, verified the annotation
T i consistency and iteratively re-annotated i1t with the created model. We extensively conducted the
R s o e — cross annotation among the seven NE tagged files of THAI-NEST to increase the number of NE
Forward LSTM j@_{ J>4 194 j} i BILSTMCNN-CRE modl tags and to prepare for additional NE tag context capturing in NER model development. The
B P l — revised NE tagged corpus with the best BILSTM-CNN-CRF model with word, part-of-speech
_— — 1 Verl(igENzag)gmg and character embedding approach improves the NER F1-score 16.21% to mark 89.22%.
mbedding || - - 1 100 dim es ——
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