
InaNLP:
Indonesian Natural Language Processing Tools API

• InaNLP is an Indonesian Natural Language

Processing Tools API

• Consists of several NLP tools:

1. Lexical

2. Syntactical

3. Text classification

• Easily integrated and combined

• Built using deep learning algorithms
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Part Of Speech Tagger

Training data 61,601 words

Testing data 10,890 words

Accuracy 96,13%

26 POS Tag 
Classes 

NNO, NNP, PRN, PRR, PRI, PRK, ADJ, VBI, VBT, VBP, 
VBL, VBE, ADV, ADK, NEG, CCN, CSN, PPO, INT, KUA, 
NUM, ART, PAR, UNS, $$$, SYM 

Method Bi-LSTM with word embedding, character 
embedding, prefix and suffix as the input layer

Named Entity Tagger

Training data 268,522 words

Testing data 36,680 words

Accuracy 92,1%

NE Tag classes are the 
Ontonotes 5 with 18 
classes

PER, NOR, FAC, ORG, GPE, LOC, PRO, EVT, WOA, 
LAW, LNG, DTE, TME, PCT, MON, QUA, ORD, CRD

Method Bi-LSTM with word embedding and character 
embedding

Dependency Parser

Training data 1440 sentences

Testing data 400 sentences

Performance score UAS=80.6% and LAS=70.3%

There are 34 
relation types 
(modified from 
Universal 
Dependencies V2 
conventions)

acl, acl:relcl, advcl, advmod, amod, appos, aux, 
case, cc, ccomp, clf, compound, conj, cop, csubj, 
det, discourse, fixed, flat, goeswith, iobj, list, mark, 
nmod, nmod:poss, nsubj, nummod, obj, obl, 
orphan, parataxis, punct, vocative, xcomp

Method Shift reduce parser using MLP with features of 
word embedding and result of Bi-LSTM on 
character embedding

Word Normalization

Training data 569,982 words

Testing data 52,692 words

Performance score F1 score = 90.1%

Method divided into detection and correction. In detection 
module, we use bi-lstm with word embedding, 
character embedding and orthography information 
to detect which word should be normalized. In 
correction module, we choose words from 
dictionary with smallest word distance.
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• POS Tagger

• Named entity tagger

• Dependency parser

• Constituent parser 

• Word normalizer 

• Quotation extraction 

• Sentiment analysis - Document level 

• Sentiment analysis - Concept level 

• Topic classification. 

InaNLP Components:

• The data annotation process was 
conducted by Indonesian linguists 
manually. 

• Carefully process was conducted: 

1. annotation guideline 
preparation

2. Data labelling

3. Quality checking.

Training Data


