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ABSTRACT
Over the last decade, a lot of research focused on
automatic learning of basic acoustic units, a.k.a
"pseudo-phones", for low-resource languages. In
this work, we investigate the potential and the
limits of this research on a real case scenario for
documenting a low-resource language. We per-
formed our experiments on Mboshi, an African
language from the Bantu family. Results show that
despite some progress, automatic learning from
under-resourced languages remains a very chal-
lenging task and requires further research.

CORPUS
MBOSHI corpus:

• 5131 recordings from the Mboshi language
(4.5 hours)

• 4 speakers

• clean speech

• close to a "real case" scenario of document-
ing a language

• word/phonetic transcriptions

TASK

Discovering a set of "pseudo-phones"/acoustic units from unlabeled recordings:

• segmentation: when a unit starts and ends

• clustering : which segments are similar ?

ST4ALL
ST4ALL, "Speech Technologies for All":

• speech-to-text, speech synthesis, data min-
ing, ...

• requires a lot of human-annotated data !!

• necessary amount of data can be reduced
by injecting "knowledge": phonetics, dictio-
nary, grammar, ...

Can we learn this knowledge automatically ?
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METHOD (STEP I)
Learn a "phonetic space" from well documented
languages: French, German, Polish and Spanish

METHOD (STEP II)
Discovering the units is equivalent to "projecting"
the Mboshi data into the phonetic space.

RESULTS

Model F-score NMI (%)
DP-HMM [1] 49.20 34.41
DP-HMM [2] 46.89 35.98

DP-SHMM [3] 57.65 39.98

METRICS
Two metrics:

• Normalized Mutual Information: measures
the clustering quality

• F-Score: measures the segmentation quality.

SOFTWARE
All results are reproducible with the BEER soft-
ware:

• https://github.com/BUTSpeechFIT/beer

• python implementation using pytorch

• BSD-2 license

CONCLUSION
Despite progress over the past few years, learning
the phonetics of language in a data-driven fashion
remains a very challenging task. As explored in
this work, knowledge transfer across languages is
a promising direction as it allows to re-use the out-
come of several decades of speech research to our
problem. Yet, this technology still requires further
research as we have no ideal way yet to extract the
phonetic information of a language. Current re-
search focuses on deriving better phonetic space
as well as more "robust" projection method.


